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Notice Regarding Specialty Engines (e.g., zIIPs, zAAP s and IFLs):
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Any information contained in this document regarding Specialty Engines ("SEs") and SE eligible workloads provides only 
general descriptions of the types and portions of workloads that are eligible for execution on Specialty Engines (e.g., zIIPs, 
zAAPs, and IFLs). IBM authorizes customers to use IBM SE only to execute the processing of Eligible Workloads of specific 
Programs expressly authorized by IBM as specified in the “Authorized Use Table for IBM Machines” provided at 
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT”).

No other workload processing is authorized for execution on an SE.

IBM offers SEs at a lower price than General Processors/Central Processors because customers are authorized to use SEs 
only to process certain types and/or amounts of workloads as specified by IBM in the AUT.
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� Keep your pitcher confident

� Let nothing by you

� Claim no credit

� Have a high pain threshold

� Work with the umpire

� Have situational awareness

� Direct the defense

How do Catchers Help? 

© 2017 IBM Corporation
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� Keep your pitcher confident

� Let nothing by you

� Claim no credit

� Have a high pain threshold

� Work with the umpire

� Have situational awareness

� Direct the defense

� Keep confidence in the proven architecture

� Be highly secure

� Be transparent where possible

� Deal with error conditions

� Support and adhere to corporate policies

� Monitor the environment

� Provide an ecosystem for problem solving

How do Catchers and z/VM Help? 
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IBM z/VM 6.4

� A release born from customer feedback

� Prioritizations set by customers and adjusted by IBM resources and 
skills

� Enhancements
– Security 
– Scaling 
– Management

� New Architecture Level Set (ALS)
– z196 and z114 or newer
– Drops z10 EC and BC support

© 2017 IBM Corporation
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z/VM Release Status Summary

© 2017 IBM Corporation

[1]  Announced February 3, 2015
[2]  Announced February 2, 2016
[3]  Announced August 2, 2016

z/VM Level GA
End of 
Service

End of 
Marketing

Minimum
Processor

Level

Maximum 
Processor 

Level
Security

Level

6.4 11/2016 IBM System 
z196 & z114® -

Statement of 
Direction

6.3 7/2013 12/2017[1] 11/2016 IBM System 
z10® -

EAL 4+
OSPP-LS

6.2 12/2011 6/2017[2] 7/2013 IBM System 
z10® z13 -

5.4 9/2008 12/2017[3] 3/2012
IBM eServer 
zSeries 800& 

900
zEC12 -
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Enhanced Security Items

� VLAN access security improvement
– With an ESM, user access to the default VLAN ID not permitted unless permissions has been granted 

explicitly through the ESM

� Default TLS protocol settings changed when using TLS/SSL Server
– TLS 1.2 and TLS 1.1 are enabled by default, older versions disabled by default

© 2017 IBM Corporation
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Enhanced Security Items

� DirMaint to RACF Connector
– Modernizes the Connector with a collection of functional enhancements
– Brings processing in line with modern z/VM practices
– Allows better passing of directory information to RACF
– Facilitates proper security policy in environment managed by IBM Wave for z/VM or OpenStack

� RSCS TCPNJE traffic can be encrypted

© 2017 IBM Corporation
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New Function Security PTFs

� RACF Security Policy Enhancements:
– Functional RACF enhancements providing improved security and usability for security administrators and 

auditors
– APAR VM65930

• PTF UV61335 (z/VM 6.4)  closed March 17, 2017
– APAR VM65982

• PTF UM35042 (z/VM 6.4) closed March 22, 2017

� Crypto Express APVIRT for TLS/SSL Server:
– Enable connectivity from the TLS/SSL Server to crypto adapters for improved performance and reduced 

CPU overhead
– APAR PI72106

• PTF UI45923 (z/VM 6.4) – Closed March 29, 2017
– Already had exploitation of CPACF (CP Assist for Cryptographic Functions)

© 2017 IBM Corporation
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Statement of Direction: FIPS Certification of z/VM V6.4
October 25, 2016 Announcement

© 2017 IBM Corporation

FIPS Certification of z/VM V6.4
IBM intends to pursue an evaluation of the Federal Information 
Processing Standard (FIPS) 140-2 using National Institute of Standards 
and Technology's (NIST) Cryptographic Module Validation Program 
(CMVP) for the System SSL implementation utilized by z/VM V6.4.

FIPS Certification of z/VM V6.4
IBM intends to pursue an evaluation of the Federal Information 
Processing Standard (FIPS) 140-2 using National Institute of Standards 
and Technology's (NIST) Cryptographic Module Validation Program 
(CMVP) for the System SSL implementation utilized by z/VM V6.4.
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Statement of Direction: Security Evaluation of z/VM  V6.4
October 25, 2016 Announcement

© 2017 IBM Corporation

Security Evaluation of z/VM V6.4
IBM intends to evaluate z/VM V6.4 with the RACF Security Server 
feature, including labeled security, for conformance to the Operating 
System Protection Profile (OSPP) of the Common Criteria standard for IT 
security, ISO/IEC 15408, at Evaluation Assurance Level 4 (EAL4+).

Security Evaluation of z/VM V6.4
IBM intends to evaluate z/VM V6.4 with the RACF Security Server 
feature, including labeled security, for conformance to the Operating 
System Protection Profile (OSPP) of the Common Criteria standard for IT 
security, ISO/IEC 15408, at Evaluation Assurance Level 4 (EAL4+).
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Getting Up and Running

� Upgrade In Place – For existing z/VM 6.2 and 6.3 customers
– Allows moving to z/VM 6.4 from existing systems rather than a new install
– Support for vendor products, local mods, and backing out if necessary
– See Install Guide for details

� Dynamic Partition Manager (DPM) – For new customers
– Support added to allow z/VM 6.4 logical partitions to be configured through new DPM interface rather than 

traditional PR/SM
– I/O configuration much easier than older IOCDS approach
– Limited to FCP SCSI only, no FICON at this time

• No Single System Image Cluster or Live Guest Relocation
– Must be at recent level of DPM (Driver 27 Bundle S31)

© 2017 IBM Corporation
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Frameworks for Automation

� CP Environment Variables
– Allows z/VM meta data to be managed in a structured way

• Variables set by system programmers
• Variables read by programs for scripting

– Replaces homegrown approaches for passing information around, and adds control to the environment
– One special variable can be set on the IPL screen

• Example: set as to whether Production, Test DR, or Actual DR

� New information available on z/VM Shutdown processing
– Better determination of what is shutting down
– Allows more robust automation to gracefully shutdown the z/VM system and virtual machines

© 2017 IBM Corporation
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Problem Determination Aids

� New CP command to determine which PTFs or Local Mods are in the running z/VM system
– Data is also provided in the z/VM monitor data stream

� New information on disk configurations
– CP QUERY commands extended for both ECKD and EDEVs

• Serial numbers, geometry information, features, etc.
• Some data provided as ‘block of hex’ for vendor specific interpretation

– New IOEXPLOR exec to format new information and make readable
• Applies to IBM devices

� New command EXPLORE FCP allows for testing
– ADD: adds FCP subchannel and WWPN to list of devices to be tested
– START: activates FCP subchannels and opens WWPN ports in list of SCSI devices to be tested
– Aids in problem determination when setting up FCP devices

© 2017 IBM Corporation
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New Function PTFs

� SSI Distributed IUCV:
– SSI configuration and administration improvements; Remove restrictions on distributed IUCV connections 

in an SSI cluster while allowing distributed IUCV policy to be changed dynamically
– APAR VM65872

• PTFs UM35052 (z/VM 6.3) and UM35053 (z/VM 6.4) closed Feb 27, 2017

� SCSI XIV Enhancements:
– Improved performance for EDEVICEs using XIV hardware through allowing multiple I/O commands to be 

issued concurrently. Particularly benefits EDEV paging I/O or shared volumes with minidisks
– APAR VM65929

• PTF  UM35080 (z/VM 6.4) closed March 9, 2017

© 2017 IBM Corporation
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TCO and Scaling Improvements
� z/VM continues to be able to support more virtual machines in a single footprint with reasonable service levels than any 

other solution
– Major component to the TCO story
– Capacity increases that do not result in additional support personnel 

� Real memory support increased from 1 TB to 2 TB with same degree of overcommitment of real memory
– Individual virtual machine limit remains at 1 TB

� Dynamic SMT added to change the number of active threads per core without a system outage
– Potential capacity gains going from SMT-1 to SMT-2  (one to two threads per core) can now be achieved dynamically
– Can go from SMT-2 to SMT-1 in rare case that it is not optimal for workload (response time concerns greater than 

capacity gains)
– Requires running in SMT enabled, but can vary active threads per core

© 2017 IBM Corporation
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Increased Paging Capability
� Memory overcommitment helps keep TCO values low. Paging effectively allows for better overcommitment ratios.

� z/VM paging to ECKD (DS8000) improved significantly
– Use of HyperPAV allows:

• Greater paging bandwidth with parallel I/O
• Fewer, but larger page volumes 

– Use of High Performance Ficon (zHPF)
• More efficient I/O processing for z/VM system I/O

� z/VM system volume usage (including paging) with FCP SCSI attached FlashSystems Storage Servers
– Removes requirement for SAN Volume Controller (SVC aka Spectrum Virtualize) as intermediary for z/VM volumes; 

lowers latency and removes an expense

© 2017 IBM Corporation
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z/VM 6.4 command-mode I/O vs. z/VM 6.3 

© 2016, 2017 IBM Corporation

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

External Throughput CP CPU busy / Tx System CPU busy / Tx DASD service time
(milliseconds)

Pages per SSCH

z/VM 6.3 z/VM 6.4 command-mode I/O

B
ig

ge
r 

is
 b

et
te

r

B
ig

ge
r 

is
 b

et
te

r



23

z/VM 6.4 command-mode I/O vs. z/VM 6.4 transport-mode  I/O

© 2016, 2017 IBM Corporation
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z/VM 6.4 with aliases vs. z/VM 6.4 without aliases

© 2016, 2017 IBM Corporation

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

External Throughput CP CPU busy / Tx System CPU busy / Tx

z/VM 6.4 command-mode I/O z/VM 6.4 command-mode I/O plus aliases

B
ig

ge
r 

is
 b

et
te

r



25

z/VM 6.4 transport-mode I/O and aliases vs. z/VM 6. 3 
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Handling Diverse Workloads
� Various algorithms changed to remove large system effects and manage memory even more effectively

– Better and more consistent performance

� Scheduler changes to further improve the accuracy and fairness of access to resources across various configurations
– Removes surplus share problem seen on earlier releases
– Eliminates eligible list to avoid complexity of tuning

� RAS improvements for FCP SCSI Disk environments
– SCSI driver has additional path recovery
– Concurrent SVC code loads supported
– And much more

� New ability to free up paging disk space used (KEEPSLOT = NO)
– Helpful in environments where memory overcommitment is low
– Reduces the disk paging space used in a z/VM environment by trading off potential for additional paging I/O.

© 2017 IBM Corporation
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Memory Overcommitment: It Depends on… 

� Guest provisioning:  if oversized, easier to “squeeze down”

� Definition of “Virtual” and “Real”

� Percentage of workload active at any one time

� Sensitivity to latency

� Software mix

– Typically several types of virtual servers on the same z/VM host.  OC ratio must be tuned to satisfy all.

� Use of z/VM tuning

– CP SET RESERVE to benefit; Share caps to restrict

� SLA stringency:  “all transactions must complete in < 1 sec.” vs. “99.9% must complete in < 1 sec”.

� Capacity and bandwidth of paging I/O configuration

©2016 IBM Corporation
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Greater Guest Efficiencies

� Support for Guests to use Large Page (1 MB pages)
– Allows guests to use the Enhanced DAT (EDAT-1) architecture
– Reduces the amount of memory used for guest DAT structures and pathlength to manage that memory
– z/VM continues to manage on a 4KB basis, retaining the full benefit of overcommitment

� Support for Guests to use SIMD (Single Instruction Multiple Data)
– Guests now informed SIMD is available for use in z/VM environment
– Performance improvement in processor requirements
– Requires guest to be at supported level
– Requires z13, z13s, or LinuxONE
– Also available on z/VM 6.3 with PTF UM34752

© 2017 IBM Corporation
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SMT in z/VM
� Physical IFL Cores (you purchase these) with SMT 

allow up to two threads to be used

� Logical IFL Cores are presented to z/VM as in the 
past (you define these in the logical partition pro file 
on the HMC)

� z/VM creates a CPU or logical processor associated 
with each thread (reflected in commands like QUERY 
PROCESSORS)

� The virtual CPUs of guests can then be dispatched 
on different threads intelligently, based on topolo gy 
information

©2016 IBM Corporation
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Resource Prioritization?

1. Could put Linux in its own logical partition

2. Give higher processor priority (Share Setting) to some virtual machines

3. Give higher memory priority (Set Reserved) 

4. Limit processor usage (Share Setting and/or CPU pooling)

5. Linux CPUPLUGD – within Linux virtual machine

©2016 IBM Corporation
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Future

� More new function via SPE PTFs

� Watch for another Architecture Level Set in future
– Statement of Direction: z/VM V6.4 is last release to support the z196 and z114

� TCO & Scaling

� Security

� Situational awareness

© 2017 IBM Corporation
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Summary
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1 2 3 4 5 6 7 8 9 R H E

Visitor 0 0 0 0 0 0 0 0 0 0 0 0

z Systems 1 0 0 1 0 0 1 0 3 9 0


